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Overview

In this first block of the course we will learn all about scientific articles
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Assessing a study sample

Ideal sample

�� What are the characteristics of an ideal sample

Sample parameters

• Size

• Composition

Sample composition

• The need for stratified sampling depends on the research question
• In basic research, it is common (and valid!) to use healthy young adults
• More problematic: psychology students
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Sample size

Central limit theorem

1

The central limit theorem makes two claims.

Claim 1: - If the population distribution of some parameter is not normal, - And your draw
a random sample of size N from this distribution for your study, - If you were to repeat the
same same study many times, the distribution of sample means will approach the normal
distribution. This means that you can apply parametric statistical tests even for non-normally
distributed data.

Claim 2: The larger your sample size, the better its mean represents the population mean (the
smaller are the confidence intervals)

1CC BY-SA 4.0 Mathieu ROUAUD
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Illustration

# Load necessary library
library(ggplot2)

# Function to simulate sample means and plot distributions
simulate_clt <- function(n_values, num_samples = 10000, shape = 2, scale = 2) {

sample_means <- list()

for (n in n_values) {
means <- replicate(num_samples, mean(rgamma(n, shape = shape, scale = scale)))
sample_means[[as.character(n)]] <- means

}

# Convert to data frame for ggplot
data <- do.call(rbind, lapply(names(sample_means), function(n) {

data.frame(SampleMean = sample_means[[n]], SampleSize = as.factor(n))
}))

# Plot the distributions of sample means
ggplot(data, aes(x = SampleMean, fill = SampleSize)) +

geom_density(alpha = 0.5) +
labs(title = "Central Limit Theorem: Gamma Distribution",

x = "Sample Mean", y = "Probability Density") +
theme_minimal()

}

# Define sample sizes to test
sample_sizes <- c(1, 5, 25, 50, 100)

# Run the simulation
simulate_clt(sample_sizes)
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Central Limit Theorem: Gamma Distribution

Low sample sizes

Sample size
Type I error /� / false
positive rate

Type II error / � / false
negative rate

small pre-set to 0.05 high
large pre-set to 0.05 low

Power: probability to detect a significant effect in the data if there really is one in the popu-
lation

𝑃𝑜𝑤𝑒𝑟 = (1 − 𝜷)

Low sample size does not mean you can’t trust the reported effect. The false positive rate
(aka alpha, aka type I error) is always pre-set to a specific value (usually p=0.05).

Low sample size reducers the power (probability of detecting an effect in the population), aka
(1-beta), aka 1-type II error, aka false negative.
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Inference with low sample size

• Normality assumption has to be tested
• Non-parametric tests should be applied if the test is not passed

a priori power analysis

2

Information that goes into the formula:

• Expected effect size

• Statistical test type

• Desired p-value to be exceeded (aka type I error, aka �)

• Sample size

2Faul et al. (2007); also possible in SPSS and R
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Disadvantages of large samples3

Tiny correlation coefficients easily become significant with large samples. It is, however, a
question, whether small effects have any biological relevance.

Take-home messages

• There is no magic number that distinguishes insufficient form sufficient sample size, it is
a continuum

• Normality tests need to be performed for studies with low sample size
• Choice of sample size should to be (ideally) substantiated by an a priori power analysis
• Post-hoc power analysis is less relevant, if the effect size observed in the data is being

used

3Mao et al. (2020)
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Reading recommendation4

These are some considerations from the field of basic vision science, were small samples were not
unusial (this changes though). The logic of performing statistical inference on an individual-
subject level, treating each subject as a replication unit, is valid in other fields of neuroscience
as well.

4Smith and Little (2018)
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Reading recommendation5

These are some considerations for neuroscience studies, which often involve animals. One
would want to minimize the number of animals used for research, while still being able to
make conclusions about the presence of an effect.

5“Consideration of Sample Size in Neuroscience Studies” (2020)
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Reading recommendation6

These are some considerations that are specific to neuroimaging studies
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